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• A new loss function, named ADL, for Knowledge graph embedding is proposed.
• Incorporating ADL into the currently popular embedding models, five extensions, i.e., TransE-ADL, TransH-ADL,

TransD-ADL, TorusE-ADL, and ComplEx-ADL, are developed.
• The developed models have significantly improved the performance of link prediction in comparison with the baseline

model.
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ABSTRACT
Many well-performing embedding models for knowledge graphs employ a negative sampling frame-
work to complete the representation learning in which the loss function is a critical component in
distinguishing between positive and negative triplets. One of the most recently proposed loss functions
is the double-limited scoring loss, which sets fixed upper and lower bounds respectively for positive
and negative triplets. We find that, for all positive and negative triplets, fixed upper and lower bounds
are not appropriate since triplets that are difficult to be distinguished usually have changing bounds. In
this paper, we propose a self adaptive double-limited loss (ADL) that dynamically adjusts the upper
limit of positive triplet scores and the lower limit of negative triplet scores through evaluating the
score proportion between positive and negative triplets. Furthermore, based upon ADL, we build
several knowledge graph embedding models, including TransE-ADL, TransH-ADL, TransD-ADL,
TorusE-ADL, and ComplEx-ADL, in which the gradient descent technique is used to train their
parameters. Dynamically adjusted bounds lead to a reasonable partition of positive and negative
triplets within embedding space, improving prediction accuracy significantly. The experimental results
of link prediction confirm this improvement compared to the state-of-the-art baselines.

1. Introduction
Knowledge graphs(KGs), which can efficiently store and

represent natural knowledge and facts, are among the essen-
tial knowledge representation mode in artificial intelligence
and knowledge management for cross-industrial applica-
tions. In recent years, the emergence of large-scale knowl-
edge bases, such as NELL[1], Freebase[2], Wordnet[3],
DBpedia[4], Yago[5], have promoted the research of KGs
for AI applications, such as question answering[6][7], rec-
ommendation systems[8][9] and knowledge management
systems[10] [11].

KGs are essentially the semantic network of entities
and edges whose the basic unit is a triplet in the form of
(head entity, relation, tail entity), denoted (ℎ, r, t). Unlike
traditional symbolic representation, knowledge graph em-
bedding (KGE) models entities and relations into vectorized
representations that can be mathematically calculated for
their semantic relationships, conducive to KG completion
tasks, such as link prediction. In general, many KGE mod-
els, especially translation-based models [12] [13] [14] [15],
employ a negative sampling loss framework to train entity
vectors and relation vectors under the supervision of triplets.
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In the negative sampling loss framework, the scoring
function fr(ℎ, t) is used to measure the plausibility of the
triplet (ℎ, r, t), and the loss function is used to minimize
the score of the correct triplet (ℎ, r, t) and maximize the
score of corresponding corrupted triplet (ℎ′, r, t′) which are
constructed by a negative sampling strategy. For example,
TransE[13] is designed with a scoring function to measure
the error of geometric translation, expecting a low score
for positive triplets and a high score for the corresponding
negative triplets. At the same time, themargin-based ranking
loss is used to optimize the scores of positive and negative
triplets to achieve this expectation.

Recently, many researchers have realized that designing
reasonable contrast strategies for loss functions can effec-
tively improve the performance of models. The margin-
based ranking loss (MRL)[13] ensure a lower score for pos-
itive triplets than negative triplets by a margin, but does not
guarantee that the score of positive triplets is sufficiently low.
To avoid excessive scores for positive triplets, the limited-
based loss (RSL)[16] adds an upper limit to the positive
scores. The double limit scoring loss (SSL)[17] sets an upper
bound to avoid high scores for positive triplets and a lower
bound to further avoid low scores for negative triplets.

Most KGE methods model entity and relation vectors by
comparing triplet pairs. Each pair is consisting of a positive
triplet and its corresponding negative triplet. In studying
these KGE methods, we find that, triplet pairs, which satisfy
fr(ℎ, t) > fr(ℎ′, t′)and therefore are referred as to hard pairs,need to be particularly noticed by the model and then to be
optimized specially. Although SSL can effectively avoid the
flaws existing in MRL or RSL, it neither focuses on hard
pairs and nor increases the strength of their differentiation,
resulting in unclear boundary between their positive and
negative entities. As shown in the left part of Fig.1(a), the
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Figure 1: The illustration of optimization strategies for fixed boundary loss (SSL) and adaptive boundary loss (ADL).The positive
triplet is (Obama, place_of_birtℎ,Honolulu) and the corresponding negative triplet is (Obama, place_of_birtℎ,Hilo).

positive triplet (Obama, place_of_birth, Honolulu) and the
negative triplet (Obama, place_of_birth, Hilo) is a hard pair.
However, since the score of (Obama, place_of_birth, Hon-
olulu) is less than the upper bound and then themodel cannot
simultaneously optimize positive entities (Honolulu) and
negative entities (Hilo), it finally results in unclear bounds
between positive and negative entities, as shown on the right
part of Fig.1(a). Specifically, this strategy is not conducive to
identifying positive and negative entities when both entities
have many same attributes. Therefore, we conjecture that the
above-mentioned unclear boundary problem is caused by the
fact that the fixed upper and lower bounds cannot be adapted
to all positive-negative pairs and the optimization strategy is
not reasonable enough.

Based on the idea that there should be a larger margin
between indistinguishable positive and negative triplets, we
use self-adaptive margins to separate each positive-negative
pair to tackle this issue. Inspired by SSL, our self-adaptive
margins are achieved by adjusting appropriate upper and
lower bounds for each pair, which indicates our upper and
lower bounds are self-adaptive. Specifically, our model
automatically combines the distinguishing-difficulty which
is calculated by the geographic difference (fr(ℎ, t) versus
fr(ℎ′, t′)) with the center of margin to generate the upper
and lower bounds (bup and blow) for each positive-negative
pair.We argue that the smaller the score of a negative
triplet than the positive one, the harder to distinguish them.
And so, a smaller bup and a larger blow will be helpful to
separate positive-negative triplets. For example, as shown
on the left side of Fig.1(b), at this point, positive triplet
(Obama, place_of_birth, Honolulu) and negative triplet
(Obama, place_of_birth, Hilo) is a hard pair, and the model
automatically generates small bup and large blow, thus ob-taining a larger desired margin that facilitates their correct
classification. After one update, as shown on the right side
of Fig.1(b), at this point, (Obama, place_of_birth, Honolulu)
and (Obama, place_of_birth, Hilo) are a non-hard pair, and
the model automatically increases the upper bounds and
decreases the lower bounds to reduce the desired margin to
prevent overfitting.

In this paper, we design a self-adaptive double limit
loss to achieve that the upper and lower bounds are self-
adaptive. Then, we apply the proposed self-adaptive double
limit loss to TransE, TransH, TransD, TorusE and ComplEx,
and propose several extended models, namely TransE-ADL,
TransH-ADL, TransD-ADL, TorusE-ADL and ComplEx-
ADL. In our experiments, we use WordNet and Freebase
as standard benchmark datasets and perform link prediction
to evaluate the extended models. In summary, ADL can
be regarded as a comprehensive framework for translation
models, and our contributions are three folds:

• A self adaptive double-limited loss framework for
KGE models is presented, which adaptively adjusts
the upper bound and lower bound;

• Incorporating ADL into the currently popular em-
bedding models, we propose five extended models of
TransE-ADL, TransH-ADL, TransD-ADL, TorusE-
ADL, and ComplEx-ADL;

• Experiments on the Wordnet and Freebase datasets
show that our proposal models have significantly im-
proved link prediction tasks compared to the baseline
model.

The rest of this paper is organized as follows. The sec-
ond section gives some existing related works about KGE
models. In the third section, we present and discuss our pro-
posed loss function, ADL, and then introduce our proposed
models, TransE-ADL, TransH-ADL, TransD-ADL, TorusE-
ADL, and ComplEx-ADL. In the fourth section, we detail
the experimental studies on our proposedmodels and discuss
how the parameters affect the performance of our model. In
the last section, we give a conclusion for our paper.

2. Related work
In recent years, muchworks have focused on learning ex-

cellent KGE by designing various scoring and loss functions.
This section introduces the popular KGE models based on
different scoring functions and then presents several works
on the improvement of the loss function.

Xiaoying Zou: Preprint submitted to Elsevier Page 2 of 14
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2.1. Knowledge graph embedding models
The scoring function which can discriminate triplets’

credibility is an essential component in the KGE models.
According to the definitions of different scoring functions,
the KGE models can be briefly classified into translation-
based and semantic matching models. The relevant embed-
ding models are briefly described below.

Translation-based models interpret relations as geomet-
ric operations in the latent space and can be divided into
three types[18]: Pure translational models[13], Translational
models with additional embeddings[19] [20] and Roto-
translational models[21][22][23]. TransE[13] is typically
a pure translation model, which represents the relation as
a translation from head entity to tail entity. However, the
scoring approach of TransE is problematical for complex re-
lational triplets, like one-to-many, many-to-one, and many-
to-many relations. Translational models with additional
embeddings learn more than one embedding for each KG
element to solve the problem in TransE. TransH[14] in-
troduces relation-specific hyperplanes with normal vectors
to deal with the complex relational triplets, which projects
the entity vector onto the hyperplanes before scoring the
triplets. TransR/CTransR [24] considers that each entity can
have many aspects and different relations focus on various
aspects of the entity, thus mapping the entity from entity
space to relations space before scoring. Based on TransR,
TransD[25] assumes that the projection matrix is jointly
determined by entities and relations and then decomposes
the projection matrix into two vectors to reduce parameter
numbers. In Roto-translational models, translation opera-
tions are replaced with rotation-like transformations to solve
the regularization problem existing in TransE or model
various relations patterns. For example, TorusE[22] defines
the distance functions on a torus which is a compact Abelian
Lie group; and RotatE[23] defines each relation as a rotation
from a source entity to a target entity in complex vector space
to model the four relations, i.e., symmetry, anti-symmetry,
inversion, and composition.

Semantic matching-based models exploit similarity-
based scoring functions, which measure the plausibility
of facts by matching latent semantics of entities and rela-
tions embodied in their vector space representations [26].
RESCAL[27] represents each entity as a vector and each re-
lation as a matrix and then uses a bilinear function to capture
pairwise interactions between all components of head and
tail entities. Distmult[28], as a variant of RESCAL, reduces
the complexity of the model by setting the relations matrix
as a diagonal matrix. ComplEx[29] uses complex-valued
embeddings to handle the binary relations of symmetric and
antisymmetric relations. ANALOGY[30] extends RESCAL
to constrain the relations matrix to a normal matrix, thereby
modeling the analogy properties of entities and relations.
TuckER[31] scores the triplets bymultiplying the core tensor
obtained by Tucker decomposition with the head vector, the
relation vector, and the tail vector. NTN[32] replaces the
linear transformation layer in traditional neural networks
with a bilinear tensor, linking head and tail vectors in

different dimensions. R-GCN[33] considers that much of the
missing information may be present in the graph encoded
through the neighborhood structure and thus aggregates up
the neighborhood information for each entity. ConvE[34]
extracts the feature vectors of entities and relations by 2D
convolution and then multiplies them with the vectors of the
tail entity to score the triplets.
2.2. Loss Functions

The scoring of positive and negative triplets is con-
strained by the loss function. In the KGE models, defining
margins to divide positive and negative triplets is one of the
promising solutions in keeping a high performance for loss
functions.
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Figure 2: The division of positive and negative scores.

MRL [13] is the most commonly used loss function in
translation-based models, and many works have confirmed
its validity [13] [25] [24]. MRL favors lower values of the
score for positive triplets than for negative triplets through
setting a margin of  between positive and negative samples.
It is defined as follows:

LMR =
∑

(ℎ,r,t)∈
∑

(ℎ′,r,t′)∈ ′
[fr(ℎ, t) +  − fr(ℎ′, t′)]+ (1)

where [x]+ = max(0, x). S is the set of positive triplets,
whileS′ is the set of negative triplets, and (> 0) is amargin.
Minimizing LMR allows positive and negative triplets to
satisfy the inequality fr(ℎ′, t′)−fr(ℎ, t) ≥  , the shaded part
of Fig2(a). However, MRL has no limit for the maximum
scores of positive triplets, which leads to excessive scores
of positive triplets and overlapping between positive and
negative scores.

In order to guarantee lower scores for positive triplets,
RSL[16] is presented with an upper bound for golden
triplets. Based on the RSL, the two translation-based mod-
els, TransE-RS and TransH-RS, significantly improve the
performance by constraining the scores of positive triplets

Xiaoying Zou: Preprint submitted to Elsevier Page 3 of 14
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to an upper limit. RSL is defined as follows:
LRS =

∑
(ℎ,r,t)∈
(ℎ′,r,t′)∈ ′

[fr(ℎ, t)+−fr(ℎ′, t′)]++�[fr(ℎ, t)−1]+

(2)
where � > 0. (> 0) is a margin, and 1 is the upper boundfor the score of positive triplets. Fig2(b) shows the division
between positive and negative scores, with the shaded areas
of the RSL expected scores.

For negative triplets to score high independently, SSL[17]
force the scores of positive triplets to stay before the upper
bound 1 and the scores of negative triplets to stay after
the lower bound 2, providing a more flexible and efficient
optimization for KGE. SSL is defined as follow:

LSS =
∑

(ℎ,r,t)∈
(ℎ′,r,t′)∈ ′

[fr(ℎ, t)− 1]++�[2−fr(ℎ′, t′)]+ (3)

where 1 > 0, 2 > 0, � ≥ 0. � is a parameter that balances
the two limit-based scoring loss terms, and 2 − 1 > 0
represents the margin of positive and the corresponding
negative triplets. The shaded part of Fig2(c) is the region
of SSL expected scores.

TransESM[35] fixes the upper bound of positive triplets
and uses a sliding mechanism to move false-negative triplets
towards positive triplets. TransEAML[36] replaces the up-
per and lower bounds with the center of margin and then
uses a slack variable to adjust the margin between positive
and negative triplets automatically. ComplEx[29] defines the
negative log-likelihood loss to optimize the parameters in
the model. RotatE[23] uses a loss function that keeps the
positive and negative triplets as far away from the fixed
margin as possible. ConvE[34] applies the logistic sigmoid
function to the score and binary cross-entropy losses for
optimization.

3. Methodology
In this section, we first classify pairs containing positive

and negative triplets and then analyze the characteristics of
those pairs. Then, we propose a novel loss framework for
KGE and five ADL-based models, TransE-ADL, TransH-
ADL, TransD-ADL, TorusE-ADL, and ComplEx-ADL. Fi-
nally, we introduce the optimization and training process of
our models.
3.1. Preliminaries

The SSL loss framework[17] enables more flexible and
effective optimisation for positive and negative triplets, and
has been successfully applied to TransE[13], TransH[14],
TransD[25], ProjE[37] and ComplEx[29]. SSL takes two
independent bounds to distinguish positive and negative
triplets, ensuring that positive triplets are scored lower than
negative triplets and that restrictions on negative triplets do
not directly affect positive ones. The formal expression for
SSL is shown in Eq.(3), where 1 is a fixed upper bound to

restrict the score of positive triplets, bup = 1, and 2 is a
fixed lower bound to restrict the score of negative triplets,
blow = 2.To better understand the positive and negative triplets
in the model, we classify positive-negative pairs into three
simple categories, namely, simple pairs, semi-hard pairs, and
hard pairs. In simple pairs, positive and negative triplets
are correctly distinguished and satisfy the constraints of the
model, which are determined by {fr(ℎ, t) ≤ bup, fr(ℎ′, t′) ≥
blow}. In semi-hard pairs, positive and negative triplets can
be correctly distinguished, but one of them still does not
satisfy the constraints of the model. The triplets of semi-hard
pairs satisfy the conditions {fr(ℎ, t) < fr(ℎ′, t′), fr(ℎ, r) >
bup} or {fr(ℎ, t) < fr(ℎ′, t′), fr(ℎ′, t′) < blow}. In hard
pairs, positive triplets and negative triplets are not correctly
distinguished, and triplets satisfy {fr(ℎ, t) ≥ fr(ℎ′, t′)}.Based on this classification, it is clear that the model only
needs to focus on the triplets in semi-hard and hard pairs
during the optimization process, while the simple pairs are
the target of optimisation.

Optimizing the parameters in hard pairs compared with
semi-hard pairs is more effective way to improve the model
performance. Then, we further divide hard pairs into three
parts, namely (a) {fr(ℎ′, t′) ≤ fr(ℎ, t) < bup}, (b) {blow <
fr(ℎ′, t′) ≤ fr(ℎ, t)} and (c) {fr(ℎ′, t′) ≤ fr(ℎ, t), fr(ℎ, t) >
bup, fr(ℎ′, t′) < blow}. In SSL, it is not possible to optimise
the parameters in a triplet when the score of a positive
triplet is smaller than the minimum score or when the score
of a negative triplet is larger than the maximum score.
In other words, SSL cannot optimise the positive triplets
in (a) and the negative triplets in (b). Obviously, such an
optimisation strategy is not reasonable, and in particular, it
is not conducive to the discrimination between positive and
negative triplets with a high degree of similarity.
3.2. Self Adaptive Double-limited Loss

To better separate positive and negative triplets in hard
pairs, the margin between two triplets should be adaptive.
Here we suppose that, for hard pairs, the margin is larger,
and for semi-hard or easy pairs, the margin can be smaller.
To achieve such adaptive margin in a principled manner, we
design a novel loss function ADL, where themargin between
positive and negative triplets is adjusted by introducing the
degree of triplet partition difficulty.

Before introducing the novel loss function, we first de-
scribe how to measure the degree of distinguishability be-
tween positive and negative triplets. In order to assign lower
scores for positive triplets and higher scores for negative
triplets respectively, we design a discriminator for triplet
pairs to estimate difficulty of distinguishing between positive
and negative triplets in a pair. For each positive-negative
pair (positive triplet i and negative triplet j),  uses their
embeddings as inputs and generates their discrimination
values mrij as follows:

mrij =r(i, j) =
fr(ℎi, ti)

k + fr(ℎj , tj)
(4)

Xiaoying Zou: Preprint submitted to Elsevier Page 4 of 14
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where k(>0) is a super-parameter with very small value and
fr(ℎ, t) is the scoring function to measure the possibility
of triplets being positive. When 0 < mrij < 1, positive
and negative triplets in pairs are correctly distinguishable,
and their distinguishability decreases as the value of mrijincreases. When 1 ≤ mrij , positive and negative triplets
in pairs are indistinguishable, and their indistinguishability
increases as the value of mrij increases.By introducing the discriminator mrij into the ADL, we
obtain an upper bound bijup for the score of positive triplet and
lower bound bijlow for the score of negative triplet as follow:

bijup ∶= bup(i, j) =  − �m
r
ij

bijlow ∶= blow(i, j) =  + �m
r
ij

(5)

where  is the center of margin and � is a scale factor that
determines the adjustment range of the upper and lower
bounds. In result, the margin between positive and negative
triplets is 2�mrij which is dynamically adaptive with i and j.

Finally, the loss function of ADL is defined as
LADL =

∑
(ℎi,r,ti)∈
(ℎj ,r,tj )∈ ′

[fr(ℎi, ti)−bijup]++[b
ij
low−fr(ℎj , tj)]+ (6)

We find that the value of mrij for hard pairs is usually
greater than or equal to 1, while the value of mrij for semi-
hard pairs is close to 1 and the scoring ratio obtained for
simple pairs is even smaller. Thus, the discriminator mrij canbe used as a driver for upper and lower bound adjustments.
Specifically, we take bijup(≥ 0) as the upper bound for the
scoring of positive triplets, and bijlow as the lower bound for
the scoring of negative triplets. Then the positive scores
are force to satisfy the inequality fr(ℎi, ti) ≤ bijup, i.e.
fr(ℎi, ti) ≤ (k+fr(ℎj ,tj ))

�(k+fr(ℎj ,tj ))+1
, and the margin between fr(ℎi, ti)

and fr(ℎj , tj) is at least 2�mrij . The scoring curve for ADL
is shown in Fig.2(d).
3.3. Models

In this subsection, we present several KGE models,
including TransE-ADL, TransH-ADL and TransD-ADL,
TorusE-ADL, and ComplEx-ADL based on the proposed
self adaptive double-limited loss.
3.3.1. TransE-ADL

TransE[13] takes relations as translation operations from
head entities to tail entities and encodes them into the same
feature space. For each triplet (ℎ, r, t), TransE uses a scoring
function fr(ℎ, t) to evaluate the plausibility of the triplet,
defining a scoring function as

fr(ℎ, t) =∣∣ ℎ + r − t ∣∣22 (7)
with restrictions ∣∣ e ∣∣2= 1 and ∣∣ r ∣∣2= 1. Based on
TransE, we propose a novel model, TransE-ADL, which
has the same scoring function as TransE, expecting a lower
score for positive triples and a higher score for negative

triples. Unlike TransE, TransE-ADL uses the proposed loss
function, LADL, to optimize and train the parameters in the
model.
3.3.2. TransH-ADL

TransE is suitable for 1-to-1 relations but has issues
for 1-to-N, N-to-1, and N-to-N relations, so TransH[14] is
proposed to solve these issues by introducing a specific
relational hyperplane. Given a triplet (ℎ, r, t), TransHmodels
the projection vector of the head entity and tail entity on
the relational hyperplane via the normal vectors wr, i.e.
ℎ⊥ = ℎwTℎw, t⊥ = twT tw. Then, the scoring function of
TransH is defined as

fr(ℎ, t) =∣∣ ℎ⊥ + r − t⊥ ∣∣22 (8)
where ∣∣ e ∣∣2≤1, ∣ w⊤r dr ∣∕∣∣ dr ∣∣2≤�, ∣∣ wr ∣∣2 = 1. Based
on TransH, we propose an extended model, TransH-ADL,
which employs the scoring function of TransH and uses our
proposed LADL to optimize the parameters in the model.
3.3.3. TransD-ADL

Considering multiple types of entities and relations,
TransD[25] model them into different feature spaces. For
each named symbol object (entities and relations), a feature
vector and a projection vector need to be constructed by
TransD. For example, given a triplet (ℎ, r, t), its vectors are
h, hp, r, rp, t and tp. The mapping matrices of ℎ and t
are Mrh, Mrt , and specifically Mrℎ = rpℎ⊤p + In×m and
Mrt = rpt⊤p + I

n×m. Then, the scoring function of TransD is

fr(ℎ, t) =∣∣Mrℎℎ + r −Mrtt ∣∣22 (9)
Where ∣∣ ℎ ∣∣2 ≤ 1, ∣∣ t ∣∣2 ≤ 1, ∣∣Mrℎℎ ∣∣2 ≤ 1, ∣∣Mrtt ∣∣2 ≤
1. Similarly, we propose a new extended model, TransD-
ADL, which uses the same scoring function as TransD, i.e.
eq.(9), and employs our proposedLADL as the loss function.
3.3.4. TorusE-ADL

TransE uses regularization, resulting in forcing entities
to be embedded on a sphere in the embedding vector space,
which cannot cover a number of caseswithℎ+r = t, and then
leads to a negative impact on accuracy of link prediction.
To avoid regularization effect, TorusE[22] chooses a torus,
one of the compact Lie groups, as the embedding space, and
allows the model to learn embeddings that follow the TransE
principle more accurately.

For a triple (h,r,t), TorusE follows the same principle of
ℎ+ r = t, but the embedding space is changed from a vector
space to a torus. TorusE defines the distance function in three
ways:

• dL1([ℎ] + [r], [t]) = min(x′,y′)∈[ℎ+r]×[t]||x′ − y′||1.
• d2L2([ℎ] + [r], [t]) = min(x′,y′)∈[ℎ+r]×[t]||x′ − y′||2.
• deL2 ([ℎ] + [r], [t]) = ||g([ℎ + r]) − g([t])||2

with three scoring functions:
Xiaoying Zou: Preprint submitted to Elsevier Page 5 of 14
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• fL1 (ℎ, r, t) = 2dL1([ℎ] + [r], [t]).
• fL2 (ℎ, r, t) = 4d

2
L2([ℎ] + [r], [t]).

• feL2 (ℎ, r, t) = deL2 ([ℎ] + [r], [t])∕4

respectively.
Then, the translation principle is rewritten as [ℎ] + [r] =

[t]. Noting that TorusE uses MRL as the loss function, our
proposed TorusE-ADL uses the same scoring function as
TorusE but different loss function which is just our proposed
ADL.
3.3.5. ComplEx-ADL

ComplEx[29] is a bilinear model that uses complex-
valued embeddings to handle many types of binary relations,
including symmetric and antisymmetric relations. Given a
set of observable triplets (ℎ, r, t) ∈ Nt, we can obtain a
partially observable adjacencymatrix {Y(ℎ,r,t)∈Nt

∈ {−1, 1},
which is used to distinguish between positive and negative
triplets. The goal of ComplEx is to find the probabilities of
entries Y(ℎ,r,t)∉Nt

being negative or positive for the unobserv-
able triplets.

The log-odd of probability with that a triplet (ℎ, r, t)
holdswell can be expressed asP (Y(ℎ,r,t) = 1) = �(�(ℎ, r, t; Θ))where � is a scoring function and Θ denotes the parameters
of ComplEx. Specifically, the entity (head or tail) complex
vector is eℎ ∈ ℂK or et ∈ ℂK and the relation complex
vector is denoted as wr ∈ ℂK . The scoring function of
ComplEx is specifically computed as

�(ℎ, r, t; Θ) = Re(< wr, eℎ, ēt >)
= Re(ΣKk=1wrkeℎk ̄etk)

=< Re(wr), Re(eℎ), Re(et) >
+ < Re(wr), Im(eℎ), Im(et) >
+ < Im(wr), Re(eℎ), Im(et) >
− < Im(wr), Im(eℎ), Re(et) >

(10)

whereRe(v) and Im(v) are corresponding to the real and
imaginary parts of the vector v. Thewr of the antisymmetric
relation is purely imaginary, while the wr of the symmetric
relation is purely real.

Our ComplEx-ADL scoring function is referenced from
ComplEx-SS[17], which is defined as

fr(ℎ, r, t) = −log(�(�(ℎ, r, t); Θ)) (11)
The loss fuction of ComplEx-ADL is the same as ADL.
3.4. Optimization and Training

In the optimization phase, the self adaptive double-
limited loss can be minimized and the model parameters up-
dated through gradient descent[? ]. For each positive triplet,
at least one negative triplet is constructed by a negative sam-
pling strategy[14] to create one or more positive-negative
pairs. Given a mini-batch of triplets {(ℎi, ri, ti)} ∈ NBfrom training set, first sample a negative triplet {(ℎ′i, ri, t′i)}for each triplet {(ℎi, ri, ti)} to generate positive-negative

pair, i.e. {(ℎi, ri, ti), (ℎ′i, ri, t′i)}, then use stochastic gradientdescent to optimize the LADL loss, as follows:

∇LADL =
NB∑
i=1
∇LADL(i)

=
NB∑
i=1
∇Lpos(i) + ∇Lneg(i)

=
NB∑
i=1
∇[fri (ℎi, ti) − b

ij
up]+ + ∇[b

ij
low − fri (ℎ

′
i, t
′
i)]+

(12)

To simplify the expression of the formula, we denote
the i-th positive-negative pair by the symbol i and make
frpos = fr(ℎ, t), frneg = fr(ℎ′, t′). Specifically, if the
score of positive triplet is greater than its upper bound
i.e.Lpos(i) > 0, then its gradient can be calculated by
∇Lpos(i) = ∇frpos(i) + ∇

�frpos(i)
k+frneg(i)

, else the gradient is 0
i.e.∇Lpos(i) = 0. Similarly, if the score of negative triplet is
less than its lower bound i.e. Lneg(i) > 0, then its gradient
can be calculated by∇Lneg(i) = ∇ �frpos(i)

k+frneg(i)
−∇frneg(i), else

the gradient is 0 i.e.∇Lneg(i) = 0. Although bothLpos(i) and
Lneg(i) can produce gradients on (ℎi, ri, ti) and (ℎi′ , ri, ti′ ),their attention is different. For Lpos(i) > 0, the gradient
of the positive triplets is (1 + �

k+frneg
)∇frpos which must

be much larger than the gradient of the negative triplets
�frpos∇

1
k+frneg

. For Lneg(i) > 0, the gradient of negative
triplets is �frpos∇ 1

k+frneg
− ∇frneg which must larger than

the gradient of the positive triplets �
k+frneg

∇frpos. For a pair
of positive and negative triplets, the model can optimize the
positive one while appropriately adjusting the negative one,
so that ADL can divide the positive and negative triplets
more reasonably.

In the training stage, we initiate the entities and rela-
tions vectors with the random procedure [38] for TransE-
ADL, TransH-ADL, TorusE-ADL, and ComplEx-ADL. For
TransD-ADL, we initiate the entity and relation vectors with
the results of TransE, and initiate all the transfer matrices
with the identity matrices [25]. At each major iteration of
the algorithm, the vectors of entities and relations are first
normalized, then sampling a batch of positive triplets from
the training set and generating a negative triplet for each
positive triplet. Finally, there is the training and optimization
of the parameters of the model, as detailed in Algorithm 1.

In addition, comparing our presented models and the
related models regarding the complexity of parameters and
times, we find that our models do not increase parameters
and training time during the training phase, as shown in
Table1. Respectively, m,n represent the dimensions of the
entity and the relation vector in the embedding space; and
the number of entities, relations and triplets areNe,Nr and
Nt, respectively.

Xiaoying Zou: Preprint submitted to Elsevier Page 6 of 14
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Algorithm 1 KG embedding models with ADL
Input: Training set S = {(ℎ, r, t)|ℎ, t ∈ E, r ∈ R}, entities

and rel. sets E and R, center of margin  , parameter �,
negative triplets set S′, batch size b.

Output: Entity and relation embedding E and R.
1: E ← initialization(Ne, m)
2: R← initialization(Nr, n)
3: repeat
4: P = sample_batcℎ(S, b), S′ = ∅
5: for each (ℎ, r, t)in positive sample set S do
6: (ℎ′, r, t′)=generate_negative((ℎ, r, t))
7: S′ = S′ ∪ (ℎ′, r, t′)
8: end for
9: P = P ∪ S′
10: for each{(ℎ, r, t), (ℎ′, r, t′)} in P do
11: Update embeddings w.r.t

∇[fr(ℎ, t) −  +
�fr(ℎ,t)

k+fr(ℎ′,t′)
]+ + ∇[ +

�fr(ℎ,t)
k+fr(ℎ′,t′)

−
fr(ℎ′, t′)]+

12: end for
13: until End
14: return E,R

Table 1
The complexity of models

Model #Parameter #Time Complexity
TransE O(Nem +Nrn) O(Nt)
TransE-RS O(Nem +Nrn) O(Nt)
TransE-SS O(Nem +Nrn) O(Nt)
TransE-ADL O(Nem +Nrn) O(Nt)
TransH O(Nem + 2Nrn) O(2mNt)
TransH-RS O(Nem + 2Nrn) O(2mNt)
TransH-SS O(Nem + 2Nrn) O(2mNt)
TransH-ADL O(Nem + 2Nrn) O(2mNt)
TransD O(2Nem +Nrn) O(2nNt)
TransD-SS O(2Nem +Nrn) O(2nNt)
TransD-ADL O(2Nem +Nrn) O(2nNt)
TorusE O(Nem +Nrn) O(Nt)
TorusE-ADL O(Nem +Nrn) O(Nt)
ComplEx O(Nem +Nrn) O(mNt)
ComplEx-SS O(Nem +Nrn) O(mNt)
ComplEx-ADL O(Nem +Nrn) O(mNt)

4. Experiment Analysis
This section introduces two popular knowledge bases,

namely Wordnet and Freebase, and then conducts link pre-
diction experiments on four datasets, namely WN18 and
FB15K, WN18RR, and FB15K237, respectively. Further-
more, we compare our proposed models with the SSL-based
models in both the training and testing phases. Finally, we
analyze the effect of two hyperparameters on our models and
analyze the defects of our proposed ADL loss.
4.1. Datasets

WordNet [3] and Freebase [2] are two popular KGs,
where WordNet is a large database of English words, and
Freebase is a large collaborative knowledge base consisting

Table 2
Experimental Datasets

Dataset #Rel #Ent #Train #Valid #Test
WN18 18 40,943 141,442 5,000 5,000
WN18RR 11 40,943 86,835 3,034 3,134
FB15K 1,345 14,951 483,142 50,000 59,071
FB15K-237 237 14,541 272,115 17,535 20,466

of data from community members. WordNet is a linguistic
ontology repository as well as a semantic lexicon with a
wide range of applications in natural language processing
research. WN18 andWN18RR are both subsets ofWordNet,
with WN18RR removing the reverse edge from WN18.
By storing data as a graph, Freebase can quickly traverse
any connection between topics and easily add new schemas
without changing the data structure. Similarly, FB15K and
FB15K237 are both subsets of Freebase, where FB15K237
removes the reverse edge from FB15K. These four datasets
are described in detail in table 2.
4.2. Link prediction

Link prediction[39] is to complete the golden triplets
of missing head entity or tail entity. For a triple (?, r, t)
(or (ℎ, r, ?)), the set of candidate triplets is constructed by
replacing each entity in KG to the missing part of the
triplet in turn. The scores of each candidate triplet in the
set are then calculated and ranked from low to high. We
expect the correct candidate triplets to receive the highest
ranking. To evaluate the performance of the model, we use
three evaluationmetrics:MeanRank(MR),MeanReciprocal
Rank(MRR), and the proportion of top-k rank (Hits@k)
of correct candidate triplets. In the link prediction task,
a satisfactory embedding model expects a lower MR and
a higher MRR and Hit@k. In the strategy of replacing
head or tail entities, ’unif’ and ’bern’ indicate the use of
the equal probability and different probabilities following
[14], respectively. The settings ’raw’ and ’filt’ indicate raw
(possibly flawed) triplets and filtered triplets, respectively.
4.2.1. Results on WN18 and FB15K

To evaluate the effectiveness of our model, we con-
duct experiments of link prediction on both the WN18
and FB15K datasets. For TransE-ADL, TransH-ADL and
TransD-ADL, we record two metrics (MR and Hits@10)
that can express the experimental performance, while for
TorusE-ADL,we record fourmetrics,MRR,Hits@1,Hits@3
and Hits@10. For experiments with our models, we select
the learning rate � among {0.0001, 0.0003, 0.0005, 0.001,
0.01}, the batch size among {120, 256, 500, 960, 1200,
2400}, and the embedding dimension dim among {100,
150, 200, 256, 500}. For TransE-ADL, TransH-ADL and
TransD-ADL, we select the scale factor � in {1.0, 2.0, 3.0,
4.0, 5.0} and the center of margin  from 1.0 to 15.0 (interval
of 1.0). For TorusE-ADL, we select  in {1000, 2000, 2500,
2600, 2700, 2800, 2900, 3000} and � in {100, 150, 200, 500,
1100, 1100, 1200, 2000}, and refer to TorusE’s experiment

Xiaoying Zou: Preprint submitted to Elsevier Page 7 of 14
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Table 3
The results of Link prediction on WN18 and FB15K

WN18 FB15K
Models Mean Rank Hits@10(%) Mean Rank Hits@10(%)

raw filt raw filt raw filt raw filt
SE[40] 1011 985 68.5 80.5 273 162 28.8 39.8
RESCAL[41] 1180 1163 37.2 52.8 828 683 28.4 44.1
TransR(unif)[24] 232 219 78.3 91.7 226 78 43.8 65.5
TransR(bern)[24] 238 225 79.8 92.0 198 77 48.2 68.7
TransSpare(unif)[15] 233 221 79.6 93.4 216 66 50.3 78.4
TransSpare(bern)[15] 223 211 80.1 93.2 190 82 53.7 79.9
DistMult[42] 987 902 79.2 93.6 224 97 51.8 82.4
HolE[43] 387 361 80.4 94.9 209 75 54.9 73.9
TransE(unif)[13] 263 251 75.4 89.2 243 125 34.9 47.1
TransE(bern)[13] 291 282 81.4 94.6 198 103 49.8 65.8
TransE-RS(unif)[16] 362 348 80.3 93.7 161 62 53.1 72.3
TransE-RS(bern)[16] 385 371 80.4 93.7 161 63 53.2 72.1
TransE-SS(unif)[17] 285 279 83.1 94.4 170 39 54.3 78.7
TransE-SS(bern)[17] 276 263 83.6 95.0 155 54 55.8 76.5
TransE-ADL(unif)(OUR) 159 147 82.4 95.3 189 41 55.1 85.5
TransE-ADL(bern)(OUR) 154 143 82.6 95.3 152 46 56.0 82.1
TransH(unif)[14] 318 303 75.4 86.7 311 84 42.5 58.5
TransH(bern)[14] 401 388 73.0 82.3 212 87 45.7 64.4
TransH-RS(unif)[16] 401 389 81.2 94.7 163 64 53.4 72.6
TransH-RS(bern)[16] 371 357 80.3 94.5 178 77 53.6 75.0
TransH-SS(unif)[17] 182 170 81.8 95.1 166 54 55.3 82.5
TransH-SS(bern)[17] 184 173 82.1 95.1 177 61 54.6 83.5
TransH-ADL(unif)(OUR) 190 178 82.5 95.2 197 45 54.7 85.9
TransH-ADL(bern)(OUR) 179 167 82.7 95.2 155 45 55.6 83.9
TransD(unif)[25] 242 229 79.2 92.5 211 67 49.4 74.2
TransD(bern)[25] 224 212 79.6 92.2 194 91 53.4 77.3
TransD-SS(unif)[17] 267 250 83.0 95.0 201 70 53.8 82.0
TransD-SS(bern)[17] 248 237 83.1 95.3 176 69 55.3 83.9
TransD-ADL(unif)(OUR) 223 211 82.7 95.2 202 49 54.9 85.9
TransD-ADL(bern)(OUR) 229 217 83.1 95.3 168 59 55.7 84.2

Table 4
The results of Link prediction on TorusE-based model

Models
WN18 FB15k

MRR(%) Hits@1(%) Hits@3(%) Hits@10(%) MRR(%) Hits@1(%) Hits@3(%) Hits@10(%)

TorusE[22] 94.7 94.3 95.0 95.4 73.3 67.4 77.1 83.2
TorusE-ADL(OUR) 94.8 94.3 95.0 95.6 74.7 66.1 81.7 86.8

by setting the batch size to 10000 and the dim to 100. The
details of the optimal parameter configuration are shown in
the table 5.

Table3 shows the experimental results for the three mod-
els TransE-ADL, TransH-ADL, and TransD-ADL at WN18
and FB15K. We compare models with the same scoring
function and identify the best experimental results with bold
black. The experimental results show that the ADL-based
models have a different degree of improvement in Mean
Rank andHits@10 compared to the other loss-basedmodels.
Specifically, for Hits@10, TransE-ADL and TransH-ADL
(bern,filt) improve by 0.1% and 0.1% on WN18, and by
6.8% and 2.4% respectively on FB15K. TransD-ADL also
improves the performance of link prediction compared to

TransD-SSL, especially on FB15K with Hits@10 by 3.9%
and 0.3% respectively. The link prediction results of TorusE-
ADL in WN18 and FB15K are shown in Table4. It can be
seen from Table4 that, with respect to indexes MRR and
Hits@10, our TorusE-ADL outperformed. This indicates
that, with the KGE learned by our proposed self adaptive
double-limited loss, our models have the strongest general-
ization ability under the more challenging setting.
4.2.2. Results on WN18RR and FB15K-237

The datasets WN18 and FB15K have a large number
of inverse triplets of the form (ℎ, r, t) and (ℎ, r−1, t), where
r−1 is the inverse relation of r. In the link prediction task,
the embedding model is more biased toward learning the

Xiaoying Zou: Preprint submitted to Elsevier Page 8 of 14



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of

Knowledge Graph Embedding with Self Adaptive Double-Limited Loss

Table 5
Setting of experimental optimal parameters

Dataset models �  k � Batch size dim epoch

WN18

TransE-ADL 0.01 7 0.01 5 1200 500 3000
TransH-ADL 0.01 7 0.01 4 120 256 3000
TransD-ADL 0.001 6 0.01 4 1200 100 3000
TorusE-ADL 0.0001 3000 0.01 1100 100 10000 2000

FB15K

TransE-ADL 0.001 7 0.01 1 500 256 3000
TransH-ADL 0.001 8 0.01 1 500 256 3000
TransD-ADL 0.001 8 0.01 1 120 256 3000
TorusE-ADL 0.0005 2800 0.01 150 100 10000 3000

WN18RR

TransE-ADL 0.0001 7 0.01 7 100 50 3000
TransH-ADL 0.0005 6 0.01 4 120 100 3000
TransD-ADL 0.0001 7 0.01 7 1200 50 3000
ComplEx-ADL 0.0001 0.6 0.01 0.8 2400 200 2000

FB15K-237

TransE-ADL 0.0003 6 0.01 2 500 256 3000
TransH-ADL 0.0001 5 0.01 1 1200 50 3000
TransD-ADL 0.0001 8 0.01 2 1200 256 3000
ComplEx-ADL 0.0001 0.6 0.01 0.95 2400 200 2000

Table 6
The results of Link prediction on WN18RR and FB15K-237

WN18RR FB15K-237
Models MRR(%) Hits@1(%) Hits@3(%) Hits@10(%) MRR(%) Hits@1(%) Hits@3(%) Hits@10(%)
TransE[13] 20.7 2.2 36.1 47.8 27.9 19.3 30.5 44.9
TransE-RS[16] 20.8 2.3 36.3 47.8 28.2 19.4 31.2 46.1
TransE-SS[17] 20.9 2.5 37.1 47.9 28.4 19.6 31.7 47.0
TransE-ADL(OUR) 22.7 5.6 35.4 50.8 28.8 19.3 32.2 47.4
TransH[14] 19.8 0.7 36.3 46.3 26.7 17.7 29.9 44.5
TransH-RS[16] 18.1 0.9 36.9 47.6 27.3 17.6 30.6 46.4
TransH-SS[17] 20.1 1.0 37.3 47.8 28.5 17.8 31.2 46.7
TransH-ADL(OUR) 20.6 1.1 37.6 49.8 28.7 19.3 32.1 47.4
TransD[25] 20.3 4.2 35.5 46.0 30.5 20.5 31.7 47.7
TransD-RS[16] 21.0 3.7 35.6 47.1 31.8 23.1 35.5 50.3
TransD-SS[17] 23.6 4.3 35.8 49.6 32.7 23.2 35.6 51.0
TransD-ADL(OUR) 22.2 4.8 36.1 49.6 30.6 21.1 34.0 49.8
ComplEx[29] 40.1 36.2 42.5 47.1 24 15.2 26.4 42.3
ComplEx-SS[17] 41.3 37.8 44.5 50.6 24.7 15.7 27.3 43.4
ComplEx-ADL(OUR) 46.2 42.7 47.8 52.5 27.3 19.0 29.9 43.5

inverse relations[44]. To eliminate the effect of the inverse
relation in WN18 and FB15K, [34], and [45] constructed
new datasets WN18RR and FB15k-237 by retaining one of
the inverse relations. Thus, we further evaluate the link pre-
dictions of our proposed models on WN18RR and FB15K-
237.

In this part, we compare our proposed TransE-ADL,
TransH-ADL, TransD-ADL, and ComplEx-ADL with other
loss-based models, and then evaluate our models with
five evaluation metrics: MR, MRR, Hits@1, Hits@3, and

Hits@10. For the parameter settings, we search the same pa-
rameter ranges on TransE-ADL, TransH-ADL, and TransD-
ADL as in the experiments conducted onWN18 and FB15K.
For ComplEx-ADL, we select the learning rate � in {0.0001,
0.0005, 0.001, 0.005}, set dim to 200 and the batch size to
2400. Referring to ComplEx-SSL, we use −log() for the
center of margin  and the scale factor �, respectively, i.e.
 = −log() and � = −log(�), and select  from 0.1 to
0.9 (with an interval of 0.1) and � in {0.5, 0.6, 0.7, 0.8, 0.9,
0.95}The optimal parameter settings of our proposed model
for the link prediction are recorded in Table5.

Table 7
The number of fr(ℎ′, t′) − fr(ℎ, t) < 0 in the test set

Model TransE-SS TransE-ADL TransH-SS TransH-ADL TransD-SS TransD-ADL
num 410 342 413 388 433 381
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(a) TransE-SS

(b) TransE-ADL

Figure 3: Score distribution of pairs {(ℎ, r, t), (ℎ′, r, t′)} in different training stages (on WN18)

Table6 shows the Link prediction results of our model
with other models in WN18RR and FB15K-237. Similarly,
we havemarked the experimental results of the best model in
the comparison model. From the table, we can find that the
experimental performance of our models in WN18RR and
FB15K-237 has also improved. Our proposed TransE-ADL
and TransH-ADL improve the MRR metrics over the other
loss-based models by 1.8% and 0.5% in WN18RR, and by
0.4% and 0.2% in FB15K237. Our proposed ComplEx-ADL
obtains a significant performance improvement over other
ComplEx-based models on both datasets.
4.3. Discussion

We analyze the scores of the triplets from two perspec-
tives. We first observe the change in scores for the LADL-based and LSS -based models in the training phase and then
analyze the distribution of scores for positive and negative
triplets in the testing phase.
4.3.1. Distribution of scores in the training phase

Fig.2 expresses the regions where we expect the pairs
of positive triplets and corresponding negative triplets to be
scored. However, the exact distribution of pairs during train-
ing is not clear. Therefore, we first record the distribution
of positive-negative scores during training and analyze the
differences in the scoring regions between TransE-ADL and
TransE-SS.

To reduce the influence of other factors on the observed
experiments, we recorded the positive-negative scores of

TransE-ADL and TransE-SS during the training of the
WN18 dataset and set the batch size, dim, and learning
rate of both models to 75, 50 and 0.01. In addition, the
other parameters were set to 1 = 4, 2 = 8, � = 1 for
TransE-SS ,and  = 5, k = 0.01, � = 2 for TransE-
ADL. During training, the distribution of triplet scores
for TransE-ADL is shown in the left column of, while
that for TransE-SS is shown in the right column. During
training, as shown in Figure 3, the distribution of scores
for TransE-SS is shown above, while the distribution of
scores for the triplet of TransE-ADL is shown below. In
preliminaries, we classify positive and negative triplets into
simple pairs ({fr(ℎ, t) ≤ bup, fr(ℎ′, t′) ≥ blow}), semi-hard
pairs ({fr(ℎ, t) < fr(ℎ′, t′), fr(ℎ, r) > bup} or {fr(ℎ, t) <
fr(ℎ′, t′), fr(ℎ′, t′) < blow}) and hard pairs({fr(ℎ, t) ≥
fr(ℎ′, t′)}). As can be seen from Figure 3, in the initial state
(when iteration number=0) all three types of triplet pairs
exist simultaneously. As training progresses, the number of
hard and semi-hard pairs decreases and the number of simple
pairs increases, e.g. (when iteration number=99). When the
loss function converges (iteration number=999), the number
of hard pairs is zero and the number of semi-hard pairs in
TransE-ADL is almost zero, while some semi-hard pairs still
exist in TransE-SS. Therefore, we can believe that ADL fits
the scores of positive and negative triplets better than SSL,
and that the ADL-based model is more reasonable than that
of the SSL-based model.
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Figure 4: Distribution of triplets in testing stages (on FB15K)

4.3.2. Distribution of scores in the testing phase
To verify whether our proposed model can effectively

avoid the problem of overlapping scoring regions for positive
and negative triplets, we further analyze the score distribu-
tions of triplets. For FB15K, we use the training set to train
the KGE and record the score distribution of the test set.
We first generate negative triplets for the training and test
sets with the ’bern’ negative sampling method. For each pair
of positive and negative triplets from test set, we calculate
the score fr(ℎ, t) for positive triplets, the score fr(ℎ′, t′)for negative triplets and the margin-score f(ℎ′, t′) − fr(ℎ, t)for pairs. In addition, we set the scoring interval to 0.1 and
computed the proportion of triplet scores in (s-0.05, s+0.05]
as the probability of score. The parameter settings of the
SSL-based models refer to SSL[17]. The  of TransE-ADL,
TransH-ADL, and TransD-ADL are 7, 8, and 8, respectively,
and other parameter settings are shown in Table 5.

According to these settings, the SSL-based models
expect the scores of the positive and negative triplets as
fr(ℎ, t) < 1 and fr(ℎ′, t′) > 2, while the ADL-based
models expect fr(ℎ, t) <  − �fr(ℎ,t)

k+fr(ℎ′,t′)
and fr(ℎ′, t′) >  +

�fr(ℎ,t)
k+fr(ℎ′,t′)

. In Figure 4, the peaks of the fr(ℎ, t) distribution
(solid lines) for TransE-SS, TransH-SS and TransD-SS are
0.3, 0.25 and 0.22, respectively, while for TransE-ADL,
TransH-ADL and TransD-ADL are 0.17, 0.18 and 0.16.
In addition, comparing the peaks of the marginal-scores
distribution (dot lines) for the SSL-based models and the
ADL-based models, it can be found that the peaks of ADL
get higher marginal scores than SSL. It demonstrates that the
ADL-based can effectively alleviate the over-concentration

of scores for positive triplets and distinguish positive triplets
from negative triplets more clearly.

To get a more intuitive view of the number of pairs (dot
lines) for fr(ℎ′, t′) − fr(ℎ, t) ≤ 0, we counted the pairs that
satisfy positive score higher than negative score, as shown in
Table 7. the statistics show that TransE-ADL, TransH-ADL
and TransD-ADL were compared to TransE-SS, TransH-
SS and TransD-SS, the number of pairs satisfying the con-
dition fr(ℎ′, t′) − fr(ℎ, t) ≤ 0 is reduced by 68, 25 and
52, respectively. In summary, ADL-based models weaken
the highly concentrated problem of triplet scores, increase
the distance between positive and negative elements in a
triplet, and reduce the number of fr(ℎ′, t′) − fr(ℎ, t) < 0.
From these phenomena, we conjecture that the self adaptive
double-limited loss function correctly distinguishes some of
the hard positive-negative pairs in the KGs, thus enhancing
the ability of the model’s link prediction.
4.4. Performance analysis on different  and �

The loss function of ADL involves two critical param-
eters,  , which is a center of margin to split positive and
corresponding negative triplets, and �, which is a scale
factor. To investigate the sensitivity of these two parameters,
we conduct a series of experiments on WN18 and FB15K.

To explore the effect of the hyperparameters  and �
on the model, we set the values of  to {0.5, 1.0, 2.0, 3.0,
4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 11.0, 12.0, 13.0, 14.0, 15.0}
or � to {0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0}, in that
order. The control variable method was used to control the
experiment’s variables as a single variable, either  or �.
The other parameters of the model are set with refer to table
5. We perform link prediction experiments using different
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Figure 5: The impact of different  and �

 and �, then record the results of hits@10 and plot them.
As shown in Fig.5, we can observe the following: 1) For
WN18, the best margin of center  is between 4 and 8,
while the best � is the same value as the best  for TransE-
ADL, TransH-ADL, and TransD-ADL. 2) For FB15K, the
best  is higher than 7, but the best � is lower than 1. 3)The
optimal value of � in FB15K is smaller than that in WN18,
indicating that the scoring of triplets requires a higher score
on FB15K, further reflecting that FB15K has more complex
relationships triplets than WN18. From Fig.5, we can also
find that the ADL-based model is very sensitive to the
hyperparameters  and �. When the optimal combination
of  and � is found, our model can effectively improve the
link prediction. But when the optimal combination of  and
� is not exactly found, the performance of link prediction
performs poorly and fluctuates to some extent. This causes
our model to spend a lot of time on hyperparameter search,
especially when compared to the MRL-based model.
4.5. Defect analysis

From the previous sections, we know that our proposed
ADL can adaptively adjust the margin according to the
difficulty of differentiating positive and negative triplets
thus improving the model performance in link prediction.
Although the ADL loss function can solve the hard differ-
entiation problem between positive and negative triplets in
KGE, it generates some drawbacks.

Generally, the ADL is a piecewise linear function (i.e.
relu), which has the advantages of simplicity of architecture,
good interpretability, and light computational load. But in
comparison with those sigmoid based loss functions, its
accuracy is slightly lower.

Specifically, the ADL loss can be split into two parts:
Lpos = fr(ℎ, t) −  + �fr(ℎ,t)

k+fr(ℎ′,t′)
and Lneg = �fr(ℎ,t)

k+fr(ℎ′,t′)
+

 − fr(ℎ′, t′). From Section 3.4, it is known that, whichever
part is greater than 0, each element of positive and negative
triplets has a nonzero gradient. And, we expect the positive
triplet score to be as large as possible, while the negative
triplet score fr(ℎ, t) to be as large as possible, while the
negative triplet score fr(ℎ′, t′) of to be as large as possible.
Thus, we analyze two extreme cases that may exist in the
gradient update:

(1) Assume that fr(ℎ′, t′)→ +∞, then Lpos ≈ fr(ℎ, t)−
 . If Lpos > 0, the gradient for fr(ℎ, t) is 1 + �

k+fr(ℎ′,t′)
≈ 1,

and the gradient for fr(ℎ′, t′) is − �fr(ℎ,t)
(k+fr(ℎ′,t′))2

≈ 0.
(2) Assume that fr(ℎ, t) = 0, thenLneg ≈ −fr(ℎ′, t′). If

Lneg > 0, the gradient for fr(ℎ′, t′) is− �fr(ℎ,t)
(k+fr(ℎ′,t′))2

−1 = −1,
and the gradient for fr(ℎ, t) is �

k+fr(ℎ′,t′)
> �

k+ > 0.From case (1), we can find that, when the negative triplet
score is positive infinity, the gradient is extremely small and
does not affect the elements in the negative triplet. However,
in case (2), when the positive triplet score is 0, there is
possibly a large gradient on the elements in the positive
triplet. We hope the update will stop when the positive triplet
score is 0, but in this case, it still updates due to a large
gradient. It is a defect of this loss function. We conjecture
this is the reason why the Hits@1 of TorusE-ADL is slightly
worse than that of TorusE in the dataset FB15K, as show in
the table 4.

Moreover, the ADL loss, as a double-limited function,
has one more hyperparameter than the MRL and is sensitive
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to the hyperparameters  and �, which increases the param-
eter search time, as discussed in detail in Subsection 4.4.

5. Conclusion
In this paper, we design a new loss framework, ADL,

which relies on the center of the margin to adjust the
upper and lower bounds adaptively. First, to achieve a larger
margin for the more indistinguishable positive-negative
pairs, we design a discriminator to calculate the degree
of indiscernibility of pairs and adjust the upper and lower
bounds according to the result of the discriminator. Then, we
propose TransE-ADL, TransH-ADL,TransD-ADL, TorusE-
ADL, and ComplEx-ADL based on several popular KGE
models. Finally, the experimental results in link prediction
show that our proposed models significantly improve pre-
diction performance compared with the corresponding KGE
models.
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