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Segment Based Decision Tree Induction with
Continuous Valued Attributes

Ran Wang, Member, IEEE, Sam Kwong. Fellow, IEEE, Xi-Zhao Wang. Fellow, IEEE, and Qingshan Jiang

Abstract—A key issue in decision tree (DT) induction with
continuous valued attributes is to design an effective strategy for
nodes. Traditional approaches for solving this problem

is by adopting the candidate cut point (CC?) mﬂ &! highest

when both of them are acceptable. This bias is supported by
an old philosophic idea, ie, Occam’s razor [4]. which clearly
states that a model should be as simple as possible.

discriminative ability, which is
based heuristic measares. However, such mm :gure m class
permautation of examples in the lodt and they cannot distinguish
mCC‘meMSaneormilarﬁeqmmnbrum thus
may fail to induce a better and smaller tree. In this paper, a new
concept, ie., segmens ¢f examples, is proposed to differentiate
the CCPs with same frequency information. M a new bybrid

DT i i i are typically desizned
for the data with symbolic/discrete valued am'bules For the
one with i valued i ion must

be conducted before or during the mee growth [5]. [12].
Discretization before the tree growth is simple and easy to
camry out, but the perﬂmmm:e is poor since it neglects the

scheme that combines the two hearistic q
udumt,ndpumdfors'pliﬂngl)‘l'lods 'ne i

ip between the ¢ and the decision

between frequency and the expected number of segments, which
Brlgardedasamdmumbk,lsalngnl.lmmelm
comparisons demonstrate that the proposed scheme is mot only
effective to improve the gemeralization capability, but also valid
to reduce the size of the tree.

Index Terms—Classificati i valued de-
cision tree induction, segment.

1. INTRODUCTION
NDUCTION of decision trees (DTs) is a technique of
supervised learning. whxch builds up a knowledge-based
expert system by i from Due to

attribute. Di during the tree growth follows some
zuidelines ziven by the decision attribure, thus can achieve bet-
ter performances. The main task in this kind of discretization is
to split the currently chosen anribute into several intervals such
that the discriminative ability on the trzining examples is high.
Along this direction. one can further adopt binary spliring
or multiple splitting [22], [29]. which respectively divide the
attribute into two or more intervals. The well-behavedness of
multiple splitting have been demonstrated in many works [3].
[13], [15], [6]. but the inductive procedure is complex and
the size of the induced tree is large. Thus, we only deal with
the typical binary splitting in this paper. Obviously, the trees
are of two branches.

3 good i ity and simple & . DT have
been utilized in various application domains such as fuzzy
rule extraction [41], [11]. [9], [19], ensemble learning [2],
user ication [37], anomaly jon [16], sample selec-
tion [40], monotonic classification [18], object ranking [20],
and uncertainty analysis [38], etc. Recent developments of
DTs could be found from the literature, such as multivanate
DT [1], cost-sensitive DT [27], fuzzy DT [24], [25], [26]. [32],
geometric DT [28], and DT for handling contdnuous label [17].

DTs can easily produce some well-organized classification
rules and have reladvely low computational loads, thus are
treated as powerful classification tools. As it is mentioned
in [31], any efective methodology of supervised leaming must
have its inductive bias. The inductive bias of DT proposed by
Quinlan [33] is that we prefer a smaller wee to a bigger wee
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The induction of DT is a recursive process that follows
2 top-down approach by repeated splits of the training set.
Generally, there are two key issues dunng the tree growth:

» one is how to judge a leaf node:

« the other is how to split a non-leaf node [8].

Usually, a leaf node is determined if its class purity is higher
than a given coefficient, or the number of examples in it is
smaller than a given threshold. As for splitting a non-leaf node,
the typical solution is to sort the examples according to each
attribute, evaluate all the possible splits by a certain heuristic
measure, and select the one with the highest discriminative
ability. The earliest method is known as IDE3 [21], which
selects the split with the highest information gain However,
IDE3 is specially designed for discrete atributes, and tends
to select the one with more values, which may lead to the
over-fitting problem. Thus, C4.5 [14], [33]. [34] is proposed
to improve IDE3, which replace the criterion of information
Zain by gain ratio, and is extended to handle both discrete
and continuous attributes. Both IDE3 and C4.5 are based
on the heuristic of informaton entropy [36]. Later, CART
algorithm [7], [23] is proposed based on the heuristic of
Gini-index by selecung the split that can maximally reduce
the degree of sample disorder, and CHAID algorithm [43],
[39] is proposed based on the CHi square detection. The
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Segment Based Decision Tree Induction With
Continuous Valued Attributes

Ran Wang, Member, IEEE, Sam Kwong, Fellow, IEEE, Xi-Zhao Wang, Fellow, IEEE, and Qingshan Jiang

Abstract—A key issue in decision tree (DT) induction with
continuous valued attributes is to design an effective strategy for
splitting nodes. The traditional approach to solving this problem
is adopting the candidate cut point (CCP) with the highest dis-
criminative ability, which is evaluated by some frequency based
heuristic measures. However, such methods ignore the class per-
mutation of examples in the node, and they cannot distinguish
the CCPs with the same or similar frequency information, thus
may fail to induce a better and smaller tree. In this paper, a new
concept, ie., segment of is prop to
the CCPs with same frequency information. Then, a new hybrid
scheme that combines the two heuristic measures, i.e., frequency
and segment, is developed for splitting DT nodes. The relationship
between frequency and the expected number of segments, which
is regarded as a random variable, is also given.

such as multivanate DT [1], cost-sensitive DT [27], fuzzy
DT [24]-]26]. [32], geometric DT [28], and DT for handling
continuous label [17].

DTs can casily produce some well-organized classification
rules and have relatively low compatational loads, thus are
treated as powerful classification tools. As it is mentioned
in [31], any effective methodology of supervised learning must
have its inductive bias. The inductive bias of DT proposed by
Quinlan [33] is that we prefer a smaller tree to a bigger tree
when both of them are acceptable. This bias is supported by
an old philosophic idea, i.c.. Occam’s razor [4]. which clearly
states that a model should bc as snmplc as possible.

that the prop
effective to improve the generalization capability, but also valid
to reduce the size of the tree.

Index Terms—Classification, continuous valued attributes,
decision tree (DT) induction, segment.

I INTRODUCTION
NDUCTION of decision trees (DTs) is a technique of
supervised leammg whlch I:ullds up a knowledge-based
expert system by indu from les. Due

Traditional DT ind hms are typically designed
scieme (0ot aly: ¢ the data with symbolic/di valued attrib For the
one with i valued ib di ization must

be conducted before or during the tree growth [5] [12].
Discretization before the tree growth is simple and casy to
carry out, but the performance is poor since it neglects the
relationship between the conditional attributes and the deci-
sion attribute. Discretization during the tree growth follows
some guidelines given by the decision attribute, thus can
uchlc\v better performances. The main task in this kind of

to a good interpretability and simple implementation, DTs
have been utilized in various lication domains such
as fuzzy rule extraction [9], [I1]. [19]. [41], ensemble
learning [2]. user authentication [37] anomaly detection [16],
sample selection [40], lassification [18], object
ranking [20], and unccrtainty analysis [38]. ctc. Recent
developments of DTs could be found from the literature,
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is to split the currently chosen attribute into
several intervals such that the discriminative ability on the
training examples is high. Along this direction, one can further
adopt binary splitting or multiple splitting [22], [29]. which
respectively divide the attribute into two or more intervals.
The well-behavedness of multiple splitting have been demon-
strated in many works [3], [6], [13]. [15]. but the inductive
procedure is complex and the size of the induced tree is
large. Thus, we only deal with the typical binary splitting
in this paper. Obviously, the trees generated are of two
branches.

The induction of DT is a recursive process that follows
a top-down approach by repeated splits of the training set.
Generally, there are two key issucs during the tree growth.

1) One is how to judge a leaf node.

2) The other is how to split a nonleaf node [8].

Usually. a leaf node is detesmined if its class purity is higher
than a given coefficient. or the number of examples in it is
smaller than a given threshold. As for splitting a nonleaf node,
the typical solution is to sort the examples according to cach
attribute, evaluate all the possible splits by a certain heuristic
measure, and sclect the one with the highest discriminative
ability. The carliest method is known as IDE3 [21]. which
selects the split with the highest information gain. However,
IDE3 is spcclallv designed for discrete attributes, and tends
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Multiclass Problem
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Abstract

In this paper, a new model named Multiclass Support Vector Machines with
Vector-Valued Decision (M-SVMs-VVD) or VVD is proposed. The basic idea
is to separate 2° classes by a SVM hyperplanes in the feature space induced
by certain kernels, where a is a finite positive integer. We start from a 2°-class
problem, and extend it to any-class problem by applying a hierarchical de-
composition procedure. Compared with the existing SVM-based multiclass
methods, the VVD model has two advantages. First, it reduces the computa-
tional complexity by using a small number of classifiers. Second, the feature
space partition induced by the hyperplanes effectively eliminates the unclas-
sifiable regions (URs) that may affect the classification performance of the
algorithm. Experimental comparisons with several state-of-the-art multiclass
methods demonstrate that VVI) maintains a comparable testing accuracy,
while it improves the classification efficiency with less classifiers, a smaller
number of support vectors (SVs), and shorter testing time.

Keywords: Feature space, hyperplane, multiclass classification, support
vector machines (SVMs), unclassifiable regions (URs)

1. Introduction

Support vector machines (SVMs) [15, 37, 40] have attracted significant
interest during recent years and have exhibited outstanding performances
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ARTICLE INFO ABSTRACT

Artide histary: In this paper. a new model named Multiclass Support Vector Machines with Vector-Valued
Received 1 Navember 2011 Decision (M-SVMs-WD) or VVD is proposed. The basic idea is to separate 2° classes by a
Received 13n::sed hzr‘r"n; January 2013 SVM hyperplanes in the feature space induced by certain kernels, where ais a finite posi-
Accepted ruary -
Available anfine 20 February 2013 tive integer. We start from a2°<lass problem, and extend it to any-class problem by apply-

ing a hierarchical decomposition procedure. Compared with the existing SVM-based
if methaods, the WD model has two advantages. First, it reduces the computational

mm complexity by using a small number of classifiers. Second, the feature space partition
Hyperplane induced by the hyperplanes the regions (URs) that
Multidass classification may affect the classification performance of the i with
Suppart vector machine (SVM) several state-of-the-art multiclass methods demonstrate mal VVD maintains a comparable
Unclassifiable regian (UR) testing accuracy, while it improves the classification effickency with less classifiers a smal-
ler number of support vectors (SVs), and shorter testing time.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Support vector machines (SVMs) [15,37.40] have attracted significant interest during recent years and have exhibited
outstanding performances on various learning domains, such as data mining [41], syndrome recognition [ 16, hidden Markov
maodeling [30], protein prediction [18], and finandal time series forecasting [ 35]. Traditional SVMs are typically designed for
binary classification problems. Extending them to multidass classification remains a hot topic [19.22]. There are two kinds of
approaches for multiclass SVMs (M-SVMs). One is to form a multiclass dassifier by ining several binary SVMs that are
trained separately based on some dass decompaosition schemes. The other is to train all SVMs simultaneously by designing a
single objective function known as the “all-together” method [14,12]. The objective funmun in this “all-together™ method
allows us to address the importance/influence of different SVMs, L it is time and i impractical.
Thus, we have mainly focused on the first kind of approach in this paper.

Vapnik [37] first proposed the one-against-all (OAA) method which decomposes an A-class problem into A binary prob-
lems, where A is a finite positive integer and A = 3. This method has been very popular, but suffers from high training ex-
penses and the undassifiable region (UR) problem. Inoue et al. [14] proposcd the membership function to identify the
unclassifiable patterns of OAA, and Ryan et al. [28] p the ¢ of OAA against other approaches,
but the high training expenses remain as a problem yet to be solved.

Friedman [11] later raised the one-against-one (OAQ) approach which solves an 4-class problem via A(A — 1)/2 binary
classifiers by adopting a pairwise method. OAQ has a faster training speed than OAA, but it also suffers from the UR problem

"+ Comespanding suthar.
- mail address: (SSAM K@\ tyusdu ik (S. Kwang).

0020.0255]$ - see front matter © 2013 Esevier Inc. All rights reserved.
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Multi-Criteria Decision Making Based Architecture
Selection for Single-Hidden Layer Feedforward Neural

Networks
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Abstract hi lection is a fund 1 prob-

Biich

lem in artificial neural networks, which could be treated
as a decision making process that evaluates, ranks, and
makes choices from & set of network structures. Tra-
ditional methods evaluate & network structure by de-
signing a criterion based on a velidation model or an
error bound model. On one hand, the time complexi-
ty of a validation model is usually high; on the other
hand, different validation models or error bound models
may lead to different (even conflicting) results, which
post challenges to the traditional single criterion-based
architecture selection methods. In the area of decision
making, many problems employed multiple criteria s
ince the performance is better than using a single cri-
terion. In this paper, we propose a multi-criteria deci-
sion making based architecture selection algorithm for
single-hidden layer feedforward neural networks trained
by extreme learning machine. Two criteria are incorpo-
rated into the selection process, ie., training accura-
cy and the Q-value estimated by the locelized general-
ization error model. The training accuracy reflects the
capability of the model on correctly categorizing the
known samples. and the Q-value estimated by localized
generalization error model reflects the size of the neigh-

R Wang - J. Feng - C
College of Rl Statistics, Shenzben University,
Shenzhen 518080, China.

Emal:  wangran@ssueducn, fengiqismueducn, x-
uchenlszu edu.cn.

H. Xie
D

d of training samples in which the model can
predict unseen samples with confidence. By achieving a
trade-off between these two criteria, a new architecture
ﬂclocnon algorithm is proposed. Experimental compar-
isons d the feasibility and effecti of the

proposed method.

Keywords Architecture selection - Extreme learning
machine - Localized generalization error model -
Multi-criteria decision meking.

1 Introduction

Artificial neural network (ANN) [1,2] is a common-
Iy used technique for solving classification problems.
Single-hidden layer feedforwerd neural network (SLEN),
as the mmplml. type of AVN has been proved to have
the uni bility on any given
data set. In rcccnt years, & fast training method for
SLFN named extreme learning machine (ELM) [3] has
been proposed, which largely reduces the computa-
tional complexity of ANN and enlarges its application
domains {4-7]. In order to construct & high-performance
ELM, architeeture sclection [8-11] is an inevitably nee-
essary step. In other words, for a given data set, it is
necessary to select an sppropriate network structure
(i.e., the mumber of hidden nodes) to guarantee & satis-
factory performance of the learning model. Architecture
selection is important in many ANN based applications
such &s time series forecasting [12], manufacturing [13],
[14,15], gas metering system (16},

e 2 i T acd
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and video object classification [17], ete.

For a classification model, training accuracy reflects
its capabllny of correctly clmfymg the known samples,
which is imp: for ing a network
However, the training set is usually & small subset of

International Journal of Machine Learning and Cybemetics
hitps//dotorg/10.1007/513042-017-0746-5
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for single-hidden layer feedforward neural networks
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Abstract

hi lection is a problem in artificial neural networks, which could be treated as a decision making
process that evaluates, ranks, and makes choices from a set of network Tr 1 a network
structure by designing a criterion based on a validation model or an error bound model. On one hand, the time complexity of
a validation model is usually high: on the other hand, different validation models or error bound models may l:ad to different
(even conflicting) results, which post ges to the traditi single criterion-based . In
the area of decision making. many problems employed multiple criteria since the performance is better than using a single
criterion. In this paper, we propose a multi-criteria decision making based architecture selection algorithm for single-hidden
layer feedforward neural networks trained by extreme leaming machine. Two criteria are incorporated into the selection
process, ic., training and the (-value estil by the ized g ion error model. The training accuracy
refiects the capability of the model on correctly categorizing the known samples. and the Q-value estimated by localized
generalization error model reflects the size of the neighbourhood of training samples in which the model can predict unseen
samples with confidence. By achieving a trade-off between these two criteria, a new architecture selection algorithm is pro-
posed. Experimental comparisons the feasibility and i of the proposed method.

Keywords Architecture selection - Extreme kearning machine - Localized generalization error model - Multi-criteria
decision making
1 Introduction

Artificial neural network (ANN) [ 1, 2] is a commonly used
technigue for solving classification problems. Single-hid-

RnW-n;“mm den layer feedforward neural network (SLFN), as the sim-
. . plest type of ANN, has been proved to have the universal
h:i;?d;uil.cm approximation capability on any given data set. In recent
W years, a fast training method for SLFN named extreme learn-
Jigiang Feng & 3
Eaziq@uasisce ing machine (ELLM) [3] has been proposed, which largely
R reduces the computational complexity of ANN and enlarges
mzm‘.’;‘mu its application domains [4-7]. In order to construct a high-
e rer ELM, archi ion [8-11] is an incvi-
e tably necessary step. In other words, for a given data set,
it is necessary to sclect an appropriate network structure
! College of Mld'zmn and Statistics, Shenzhen University, (i, the number of hidden nodes) to guaraniee a satisfactory
Shonzhen 518060, Chisa performance of the learning model. Architecture selection
7 of s und i is important in many ANN based applications such as time
The Education University of Hoag Kong, Hong Kang. series ing [12], ing [13], com-
S Hong Koog puter [14, 15], gas metering system [16]. and video object
Caritas Institue of Higher Education, Hong Kong, classification [17], etc.
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